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Traumatic Brain Injury (TBI) is a global health concern associated not only with significant mortality  
but also cognitive impairment and reduced quality of life in a significant proportion of survivors.1 In 
the United States alone, TBI accounts for about 30% of all injury related deaths with about 300,000 
hospitalizations per year and 57,000 deaths.2 The estimated economic burden of TBI (direct and 
indirect medical costs) in 2010 was $76.5 billion.3,4 Existing approaches to classify TBI and predict 
its outcomes, which include the widely validated International Mission for Prognosis and Analysis of 
Clinical Trials (IMPACT) and Corticoid Randomization After Significant Head injury (CRASH) 
models, do not capture the complexity of TBI which encompasses a broad array of clinical and 
biological features.5,6
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This goal of the study was to identify physiologic signatures in TBI patients recorded in the first 24 
hours of ICU admission, testing the hypothesis that these signatures are associated with short term 
clinical outcomes. We hypothesize that extending the physiologic signatures beyond 
traditional electronic health record (EHR) features and IMPACT and CRASH risk factors to 
include time dependent aperiodic clinical measures and physiologic time series (PTS) 
signals will significantly improve clinical outcome prognostication of ICU stratum TBI 
patients. Two short-term hospital discharge endpoints were evaluated and modeled: 1. in-hospital 
mortality, and 2. neurological outcome based on dichotomized motor Glasgow Coma score. The 
study was conducted using data from the multicenter Philips eICU-CRD database,7 and externally 
validated on Medical Information Mart for Intensive Care (MIMIC) III database.8 Published CRASH 
and IMPACT model performances along with our TBI cohort’s CRASH and IMPACT predictive 
performance were used as benchmark prediction systems.

In a multisite clinical database of 
208 institutions in the US (eICU), we 
identified patients admitted to the 
ICU with a diagnosis of TBI 
(n=4450). Predictive features of 
interest were clinical variables, 
laboratory results, and physiologic 
time series data (PTS, i.e., high 
frequency monitoring data including 
heart rate, SaO2, respiratory rate, 
and blood pressure). Three different 
machine learning (ML) algorithms 
generalized linear models (GLM), 
random forest (RF), and XGBoost 
(XG), were trained on a statistically 
pruned feature space of 147 derived 
variables using mortality and 
neurological outcome at hospital 
discharge as clinical endpoints. 

ML models performed well for both neurological 
outcome prediction and for mortality prediction 
(Figure 2, Table 2). ML model performance was 
significantly higher than IMPACT and CRASH for 
neurological outcome and mortality at discharge. 
Additionally, published AUROC for IMPACT and 
CRASH models ranged from 0.79 to 0.82 for 
mortality and 0.77 and 0.78 for neurological 
outcome prediction.9 Our IMPACT and CRASH 
AUROCs were well within the literature review 
bounds and provides confidence in the 
consistency of our eICU and MIMIC III TBI 
population to prior works. 
External validation utilizing MIMIC III 
corroborated the results from eICU for both 
neurological outcome and mortality. Our eICU 
developed model was generalizable to the 
MIMIC III TBI cohort as observed by an increase 
in performance metrics for both clinical 
outcomes.  
The value of integrating PTS derived features 
was clearly observed in features ranked by beta 
coefficients of our trained GLM model. Figure 4 
shows the rankings for neurological outcome 
prediction. We see that of the top 50 features, 22 
features were PTS derived features. Similar 
importance of PTS features was seen for 
mortality prediction (not shown). 24 of the 50 top 
beta coefficients were PTS derived features. We 
were able to observe the clear discriminative 
benefits of PTS derived variables in combination 
to EHR derived variables. 
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Figure 1. Study inclusion and exclusion criteria identifying the 4,450 eICU TBI 
patients based on admission diagnosis (ICD 9 code) and data availability. 346 MIMIC 
III TBI patients were identified following the same criteria. Based on the availability of 
clinical endpoints, the final modeled sample size differed. 

Figure 2. ROC curves of our glm, rf, and xgboost eICU TBI cohort developed models utilizing the 147 pruned EHR and 
PTS derived features to predict Neurological outcome (left) and mortality (right). 

Table 2. Performance metric summary of the eICU-CRD development model and MIMIC III external validation for each 
evaluated clinical endpoint (neurological outcome and mortality). The MIMIC-III cohort external validation results provide 
evidence that our eICU developed TBI prognostication model is generalizable. Our models, both the eICU development 
and MIMIC-III validation performs significantly better than IMPACT and CRASH (p<0.05).

Table 1. Demographic Summary of the TBI population in the eICU-CRD 
and MIMIC-III database. 

Figure 3. ROC curves for our MIMIC III external validation of the glm, rf, and xgboost eICU TBI cohort developed models 
to predict Neurological outcome (left) and mortality (right). Aside from the overfitting experience by our at-discharge 
mortality prediction GLM model, the MIMIC III validation cohort showed similar if not better model performances (Table 2). 

Figure 4. Generalized Linear Model (GLM) average beta coefficient feature ranking for neurological outcome prediction. Left side (red) are the 
negative beta coefficients, with higher individual feature values increasing the likelihood for favorable neurological outcome. Larger values of 
features on the right side (blue) increases the likelihood of unfavorable neurological outcome. Of the top 50 features shown, 22 were PTS 
signal derived features. Feature names were simplified based on categories to simplify the interpretability. 
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